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Connecting behavioural biologists and psychologists:
Clarifying distinctions and suggestions for further work

John M.C. Hutchinson∗, Gerd Gigerenzer

Max Planck Institute for Human Development, Lentzeallee 94, 14195 Berlin, Germany

Abstract

This article is a reply to the commentaries on our target article, which relates our group’s work on simple heuristics to
biological research on rules of thumb. Several commentators contrasted both these approaches with behaviour analysis, in
which the patterns of behaviour investigated in the laboratory are claimed to be near-universal attributes, rather than specific
to particular appropriate environments. We question this universality. For instance, learning phenomena such Pavlovian or
operant conditioning have mostly been studied only in a few generalist species that learn easily; in many natural situations the
environment hinders learning as an adaptive strategy. Other supposedly general phenomena such as impulsiveness and matching
are outcome models, which several different models of simple cognitive processes might explain. We clarify some confusions
about optimisation, optima and optimality modelling. Lastly, we say a little more about how heuristics might be selected, learnt
and tuned to suit the current environment.
© 2005 Elsevier B.V. All rights reserved.
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We find lots in the commentaries that will stimulate
urther research and help establish common ground
etween our Centre for Adaptive Behaviour and
ognition (ABC) and animal research. For instance,
e appreciate Kyonka and Church’s ideas about how
euristics like Take The Best could be tested on
nimals using operant techniques. Another instance

s how Shettleworth uses existing results from animal
sychology to encourage us in a broadening of
erspective from rules of cue usage to rules of cue
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learning. Rather than pick out isolated points w
which we take issue, we will concentrate on the
that were the concern of several commentaries.

1. Universal versus situation-specific
mechanisms

ABC has emphasised that because a heuristic’s
formance depends on the environment, we expec
ferent heuristics to be used in environments with
ferent statistical structures. Heuristics are thus ge
only in the sense that the same heuristics might be
in a variety of domains with common statistical str
tures and by a variety of species. Three comment
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(Mazur, Williams, Shettleworth) contrast this with the
much more general mechanisms that behaviour analy-
sis has emphasised. Mazur makes claims of universality
for certain mechanisms of learning, whereas Williams
does admit of limited situation-specific exceptions such
as bird song.

If these were indeed universal constraints about how
brains work, there would be no problem with heuris-
tics being designed around them; cognitive constraints
exist whether or not any are universal. However, we
would claim that Mazur and Williams underestimate
the exceptions. For instance, not all stimuli-response
associations are equally readily learnt, sometimes in
ways that make adaptive sense: Shettleworth mentions
Garcia and Koelling’s (1966)work on which cues to
toxicity rats can learn. Claims of universality may ac-
tually be based on rather few species, and, as Williams
mentions, it may be a deliberately biased sample of
generalist species that can learn how to use Skinner
boxes.

The data are also biased in that learning is inevitably
studied in situations where it is easy to learn. In many
natural situations individual learning, such as Pavlo-
vian or operant conditioning, is difficult because events
are rare, single errors are dangerous, lifetimes are short,
or because it is difficult to get immediate feedback
about the consequences of a choice. Also complex sit-
uations, as Mazur mentions involving “multiple cues
and multiple dimensions, and multiple source of uncer-
tainty”, make the interpretation of feedback much more
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ronments, although perhaps these are widespread ones.
It may help to connect ABC’s work with behaviour
analysis by considering that each concentrates on a dif-
ferent region along a continuum between mechanisms
that are more and less widely applicable. One lesson
of such a perspective for students of learning is that
they should establish in what environments individual
learning is ecologically rational compared, say, with a
hardwired response.

2. Outcome versus process models

Amongst the other supposedly universal laws men-
tioned by Williams and Mazur, impulsiveness and
matching contrast with heuristics in another way: they
are descriptions of the behaviour (outcome models
or as-if models) rather than models of the cognitive
processes that generate the behaviour. Sanabria and
Killeen briefly make this distinction and our viewpoint
is also consistent with Pitts’ doubts that matching is
itself an evolved heuristic but rather results from an in-
teraction between a particular evolved susceptibility to
stimuli and the environment.

As an illustration,Thuijsman et al. (1995)have pro-
vided two examples of simple heuristics that would
enable a bee to monitor the rewards available from
two species of flower and prefer the one producing
more nectar. One heuristic is the “�-Sampling Strat-
egy”: stick with a single species except with some low
p itch
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ifficult than in the simpler well-controlled world of
kinner box. In some situations, the past may even
nreliable guide to the future (for instance, with a n
enewing evenly distributed resource, finding an i
hould be the stimulusnot to look there again). In a
hese situations, individual learning need not be as
ogically rational as alternatives, such as a hardw
esponse (see Cross and Jackson’s discussion of
inian” animals) or, especially in humans, a relia
n social heuristics such as doing what the majorit
our peers do (Laland, 2001). Thus, whereas Pitts e
isages that triage doctors might learn valid cues v
istory of differential reinforcement, research actu
nds that opportunities for feedback are rare and
octors instead mostly apply rules taught in med
chool (Gigerenzer, 2002). We would therefore claim
hat the supposedly universal mechanisms of indivi
earning are applicable only in particular types of e
robability� sample the other species and then sw
f the payoff exceeds an average of recent payoffs.
ther even simpler heuristic is the “Failures Strate

n which a bee switches species whenever it has ex
ncedn empty flowers in a row. When a bee is stud

n isolation both heuristics (and many other learn
ules) can produce matching behaviour. Incident
lthough matching in this one-bee environment is
daptive, the underlying rules are adaptive in that,
atural environment in which bees are competing
any others, both rules generate an ideal-free dist

ion in which no bee could do better.
It would be interesting to consider what so

f simple heuristics might produce impulsiven
nd, more specifically, roughly hyperbolic delay-
einforcement gradients. Hyperbolic gradients are
rasted with the “rational” expectation of exponen
ecay (Read, 2004). Impulsiveness research studies
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balancing of rewards and delays, and we would like
to draw a parallel with expected utility (EU) theory
which concerns the balancing of rewards and probabil-
ities, typically as revealed by whether subjects would
be willing to take specified monetary gambles. The re-
sponse to the well-documented violations of EU the-
ory has been to design modifications such as Prospect
Theory in which utility and probability functions are
adjusted into more complex shapes. Prospect Theory
is typically considered as an outcome model. An alter-
native is to design and test process models that would
explain, rather than merely describe, the violations of
EU. ABC (E. Brandsẗatter, G. Gigerenzer, R. Hertwig)
has tested a heuristic much like Take The Best called
the Priority Heuristic. This checks first the minimal
gains (losses) and if their difference exceeds a preset
aspiration level, search is stopped and the better gam-
ble taken. If not, the probabilities of the minimal gains
are checked, and then the maximal gains. Unlike EU
and its modifications, the Priority Heuristic is lexico-
graphic and does not require the animal to trade-off
probabilities with gains or losses. This heuristic pre-
dicted 87% of the most popular choices in 260 mone-
tary gambles from four published datasets; Cumulative
Prospect Theory achieved only 77%. Might it be pos-
sible to find an equally simple heuristic than can gen-
erate the data that have been modelled with hyperbolic
delay-of-reinforcement gradients?
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local optimum. So observing non-optimal behaviour is
no guarantee that the animal is not using optimisation.
And observing optimal behaviour is no guarantee that
the animal is not using simple heuristics.

Optimality models are concerned with predicting
optima; the numerical methods of optimisation are in-
cidental and of course those used by modellers are
likely to be different to the way that an animal might
arrive at an optimum. The utility of optimality mod-
els is a logically distinct issue to that whether animals
behave optimally (Godfrey-Smith, 2001). Optimality
models may be useful tools even if changing environ-
ments and cognitive constraints mean that animals are
not unboundedly optimal. We sense three instances in
the commentaries of a misunderstanding of optimality
models.

(1) Optimality modelling is intended to understand
the adaptive function of a behaviour in the environment
in which the animal has evolved. The concept of eco-
logical rationality emphasises that heuristics adapted
to one environment may not be adaptive in another, so
we should not generally expect optimality models to fit
behaviour in strange laboratory environments in which
animals have not evolved (unless we believe learning
to be infinitely powerful). Indeed Stolarz-Fantino and
Fantino provide a suite of excellent examples demon-
strating how heuristics adapted to natural environments
need not produce behaviours appropriate to laboratory
environments. It is laboratory examples that Williams
uses to support his claim of the failure of optimality
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Optimisation is also not a process model. In fact
henomena are often confused under the term “
ise”. One concerns the outcome of performing o
ally. Like ecological rationality, this sense of optim

an only be defined with respect to both a currency
specified environment. The other meaning of o
ise is the process of finding an optimum. Often

erm in this sense is applied to a method that trie
nd the optimum but which might not get there (
ll disciplines agree with this broadening of the ter
umerical analysis is full of different algorithms (
euristics) for finding optima, including a variety
ill climbing algorithms as alluded to by Kemp. The
nd other optimisation algorithms may not succee
nding global optima, often because they get stuck
odels. He may well be right to use this evidenc
riticise the expectations of other researchers tha
mals would behave optimally in the laboratory,
t is unnecessary to invoke cognitive limitations as
xplanation.

(2) Mazur sees it as a criticism that optimality m
lling might not predict features of learning a priori,
nly account for them if they are known to the m
ller in advance. In fact it is usually in the latter role t
ptimality modelling has proved useful in behaviou
cology. The aim is to test an adaptive explanation
known behaviour, not usually to predict a previou
nknown behaviour. For instance one of us has
ptimality modelling to scrutinise various adaptive
lanations of why there is a burst of bird song at daw
henomenon of which humans must always have
ware (Hutchinson, 2002). Support for the explanatio

s strengthened if the optimality model makes fur
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independent predictions that fit the facts. An optimality
model’s most useful predictions are often of the range
of circumstances under which one behaviour would be
favoured rather than another. It would indeed be inter-
esting to know when the detailed learning phenomena
described by Mazur are adaptive and whether there is
any correspondence to when they occur.

(3) Hirota and Sakagami are right that it may be
difficult for human heuristics to select a performance
measure that is biologically appropriate. However, they
are mistaken in believing that biologists have not coped
with similar problems. For instance, in biomechanics
it may be uncertain whether to model a structure as
having evolved to maximise stiffness or toughness for
a given mass of material, and whether to resist loads in
bending, compression or twisting (e.g.Currey, 2003).
Finding a currency or combination of currencies which
predicts the observed structure leads to an understand-
ing of its function: this is the essence of optimality
modelling. In behavioural ecology also there is often
debate about which currencies most closely relate to
fitness (e.g.Ydenberg et al., 1994; Hedenström and
Alerstam, 1995). Just as with accuracy and frugality,
two currencies may also be antagonistic in behavioural
ecology (e.g. feeding rate and avoidance of predation:
Houston et al., 1993). Two numerical techniques used
by optimality modellers in such circumstances are Pon-
tryagin’s Maximum Principle and Stochastic Dynamic
Programming.
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and that will be used in all circumstances outside
it.

We very much agree that how heuristics are chosen
is an important question that must be answered before
a complete understanding is obtained, but we would
maintain that partial ignorance of this aspect should
not prevent us from addressing other issues such as
ecological rationality. It is surely sensible (not a case
of being “fooled”—Pitts) to draw common inferences
about the adaptive function of heuristics that differ only
in whether they have been learnt or hardwired. Simi-
larly, biologists who, for instance, study the adaptive
function of countershading (Ruxton et al., 2004), are
not worried that the developmental background to this
trait must vary widely between the many organisms
(e.g. insects, fish, mammals, besides even military air-
craft) in which it has independently evolved. Likewise,
to answer one question of Sanabria and Killeen, it is
of interest whether a heuristic is applied consciously
or unconsciously, but this need not matter for the is-
sue of ecological rationality on which ABC has so far
concentrated.

A range of solutions to the problem of heuristic
selection are conceivable. Cross and Jackson provide
some nice examples of three alternatives: hardwiring in
response to evolutionary experience, individual learn-
ing by trial and error, and something closer to calcu-
lation. We would add the possibility that humans may
learn how to select a heuristic through being instructed
by others. Hardwiring need not lack flexibility; the cir-
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We have shown that if heuristics are to perfo
ell, it is important that an appropriate one is used
ach task. Selection of one heuristic from several
ight be applied grades into processes concerned

earning heuristics and with learning parameter
euristics (such as which cues to use and/or in w
rder). These issues were consistently commente
Pitts, Sanabria and Killeen, Hirota and Sakaga
nd Shettleworth). Part of the reason for this con
ight be the attention given to “controlling variable

n behavioural analysis. Indeed this approach m
rofitably be applied to the selection of heuris
Pitts), although, as with the heuristics themsel
e do not expect there to be a universal metho
euristic selection that can be studied in the labora
uit could involve a sensitivity to a particular cue wh
ould trigger different heuristics in different circum
tances. Likewise if one has learnt painfully thro
rial and error that one heuristic is the best in a part
ar environment, we would expect that in different
imilar circumstances certain similarities might trig
s to select the same heuristics from the start.

Hirota and Sakagami are right that simple heuris
an often be honed in performance as much by lea
s by natural selection. Sanabria and Killeen wo

o what extent conventional learning processes are
cient to explain our learning and selection of heu
ics. Certainly these might play a role, although su
here are just too many potential cues and heuri
o have a good chance of finding a good combina
nless the hunt is constrained. Shettleworth gives
mples of why it is not best (and not done) to be equ
ensitive to learn all cues. One problem with learn
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from scratch is that learning processes effectively can
become stuck on local optima and do not explore al-
ternative cues and approaches. This was apparent in
comparing heuristics for learning a good cue order for
Take The Best from feedback of its success: if the best
cues happened to start off low down the cue order they
were never tried out and so remained there (Dieckmann
and Todd, 2004).

Rieskamp and Otto (submitted for publication)pro-
vide a concrete example of how learning can guide the
choice of heuristics. Subjects had to predict which of
two firms would be more creditworthy given a num-
ber of quantitative cues such as “capital structure”.
A succession of such choices was presented to each
subject over about 1 h, with immediate feedback given
whether each decision was correct. What was spec-
ified correct depended on the environment. Subjects
were each allocated to one of two environments, one
non-compensatory in which Take The Best performed
better than a weighted additive strategy, and one com-
pensatory in which the reverse was true. The exper-
imenters estimated which of these alternative heuris-
tics was used from the decisions. When Take The Best
was the more ecological rational, its usage increased
through the trial (e.g. from under 30% to about 70%);
in contrast, in the compensatory environment its usage
decreased. Rieskamp and Otto fitted a reinforcement
learning model to the data to describe how people learn
to select the strategy that is more appropriate for an en-
vironment. Undoubtedly more such empirical exam-
p hly
d
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their adaptive strategies, and if behaviour analysts ad-
dress how their results apply to natural environments,
then we hope that this chasm in the study of animal
behaviour can begin to be bridged.
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